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* Energy-efficient chips vs
store/transmit/compute less data

* Energy-efficient Data Centres
— Less Cooling — run DC hotter
— Better heat transfer
— Efficient Operations — loT-Al-
Digital Twin
— Industrial symbiosis — use
waste cold energy
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ASPIRE 1 Supercomputer (2016-2022)

((

1 PFLOP System

» 1,288 nodes (dual socket,
12 cores/CPU E5-2690v3)
« 37,320 cores
« 128 GB DDR4 RAM/node
« 10 Large memory nodes
(1x6 TB, 4x2 TB,
6x1 TB)

Accelerator nodes
o 128 nodes with GPUs

* 1 x Tesla K40 per node _g&

13 PB Storage ) Nf: EDR Interconnect

« /O bandwidth up to * EDR (100 Gbps) Fat
500 GB/s Tree within cluster
« GPFS and Lustre * InfiniBand
File System connection to remote
login nodes at
Stakeholder campuses

NS

Visualisation nodes

» 2 nodes R940 graphic workstations

» Each with 2 x NVIDIA Quadro
* NVIDIA Quadro Sync support

K4200

~ Supporting up to 280 million core-hours per year



ASPIRE 2A - Jan 2022

Key Architectural Components

o7

Main System —

HPE Cray XE

768 nodes of
2 x AMD EPYC™ 7713 CPU
(2.0 GHz — 3.675 GHz)
128 cores (64 per Socket)
512 GB Memory

98,304 cores

| S |

Large Memory Nodes

12 Units with 2 TB RAM
4 Units with 4 TB RAM
HPE DL385 Gen 10+ Version 2

Accelerated Nodes

- 76 units of
4 x Nvidia A100 GPU
512 GB memory

- 6 units of
8 x Nvidia A100 GPU
1 TB memory

352 A100 GPU

/

Scratch Disk — Lustre
I/O bandwidth —
300 GB/s (sustained)

10 PBytes

©
) 22 2 2 2 DVDPRDRPY) A@

High-Frequency Nodes

16 nodes of
2 x AMD EPYC™ 75F3 CPU
(2.95 GHz — 4.0 GHz)
64 cores (32 per Socket)
512 GB Memory

1,024 cores

)

Home/Project — GPFS
5 PB online
18 PB near-line
20 PB remote near-line

43PBytes
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ASPIRE 1 Data Centre
Fusionopolis One-north

Fusionopolis 1 Warm Water 45°C Dry Cooler at Level 18S

BETTT \V Atmospheric heat transfer (high winds)
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ASPIRE 1 Data Centre — Cooling System

Combination of 3 Integrated Cooling Systems
to achieve maximum efficienc
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éero Evap(l)raif' ive Energy-Efficient
Warm Water Dry Coolers 45°C

Warm water cooling

: Rear door heat
direct-to-chip Computer Room Air

Handler (CRAH) units exchangers

Hot Aisle — Cold Aisle Insulation




Warm Water Cooling System

Server Racks

Direct-to-chip hot water based

Cool-central Liquid cooling

* Captures between 60-80% of the
servers heat ,which reduces Data Centre
cooling cost by over 50%

--4.—--n-.,'

Free Cooling

* The free cooling solution removes heat
from CPUs, GPUs, and memory

*  Modules using water as hot as 452C

which exits via the Red outlet. The
water goes up

* Tolevel 18S where fans have been
constructed

* To cool the water down to 402C and re-
enters the server via blue inlet

Dense Server
* These are dense servers which allows
for 2.5 — 5x higher data centre density.

Memory coolers

40°C cold water inlet
45°C Hot water outle

Natioral
Supareor

P
Centre



18S Dry Cooler Operation

Water pump

Makeup tank
Dry cooler

Level 185 40°C 45°C Drain pipe Air Lo\uvers

/ Server Racks

Hot water IN to Dry cooler

”,,1"

Cool water IN to server Rack

Level 17
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[New NSCC Data Centre @NUS i4.0 for ASPIREZa]

 The New Data Center is designed into 2 separate areas.

* Area A: Compute System (HPC Cray EX) of the Supercomputer.
* Warm water cooling with dry coolers for heat dissipation.

* Ambient temperature - natural air to dissipate radiant heat. (Singapore
tropical temperature environment 24°C to 35°C)

* Area B: Other servers, hard disk for storage, network equipment, etc.
* The area is maintained at 26°C.

7% |
A DO | PN | mR——S—————————————————.—~ F 7777777777 ‘,,77
e KoolLogix Rear Door cooling = = P e e e | |
M=~[2| d[==1z i 1B | | !
* Thermosiphon method using | (=r = e e | |
gas instead of liquid = | == s BmE a5
== e =
* The Data Center has been awarded | =r i 13 iw i | J_:_]ri,,E_L
;, - }n g 23 Q § : 2
the BCA Green Mark = jgmé]&m\a
Platinum award (2021) | 7] M LS PN
Building and Construction »Authorit)’ | s oeas,




NSCC Data Centre @NUS Innovation 4.0

Area B:
- NSCC servers
- Al Singapore DC

Ry
;
Facing Row A Facing Row A-B

—
Vapor T CHW =
Bl Heat Removal Module assembly AN LN RARAE Supply KOOI Log IX 1L Syste m
st It's simply kool and logical!

s Some of the Benefits Include ...
Condensing Unit ° Improves PUE

e Lower Cooling Energy Cost

e Economizes Chilled Water Use
SRS 3 e Increases Productivity

ow Power Fan Arra e Water-free DC White Space

Cool = v £
Air
In 4

ar Rack and HRM Docking e | Some of the Features Include ...
- e High Power Rack Density Handling

e Thermosiphon Concept
Refrigerant-Based System

Thermally induced Gravity

Server Cabinets/Raq
Blanking Door

Driven Closed Cycle Refrigera ed
Heat Removal before Cooling
DC White Space (Air Side) ; 3 ~ Recycles Server Waste Heat
o S g 5 anageme 0 0
' . D % Perto - e Data P

KoolLogix from ERS Industries Pte Ltd is a Singapore-based engineering company
Em,_l_w_rspecializing in data centre solutions. For more information, visit www.ERS.com.sg
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Intelligent Data Centre

ﬁutlier Analysis of Servem

Nodes

Example of outliers

detected:

1. High temperature
difference between
CPU1 and CPU2 for
GPU nodes

2. Unusually high CPU
temp under nominal
load
Low CPU utilisation for

/CIuster Analysis of Serve}

Nodes

\ long period

[ Thermal-Aware Job \

Schedulmg
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NANYANG INFOCOMM
TECHNOLOGICAL

@ UNIVERSITY DEVELOPMENT
SINGAPORE AUTHORITY

Intelligent Energy
Optimisation

~ 3d Thermal N

Wllhout Optlmlzanon

J\/\/\

Waste ==Cooling Need

Offline Optimization

_/\/\/\

Waste —Cooling Need —Cooling Supp!

Online Optimization

M

ng Need  ==Cooling Supply

=P UE dropped from 1.36 to 1.08 after optimization and retrofitting

?slmoﬂl
NSCC uparcamputing




Smart Network Operations Centre

24x7 NOC Health Monitoring
Parameters monitored include:

CPU Utilisation

Power Consumption
Relative Humidity
Temperature

Chilled Water pressure
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Integrated DCIM-BMS, HPC
loT sensor system (6,540 sensors)

Fire Suppression System
s Water Mister (1 tonne water storage
pressurised system)

Fujitsu Managed Services
% 5 onsite staff
s Service Delivery Manager, Service
Desk, Call Centre team
s Facility Management team
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Exploring Novel Green DC Architectures

O 5]
(SC) Oe ' S SURBANA
National O : ’ - JURONG
Supercomputing O National University

LBIMY Centre COOLEST SG of Singapore SINGAPORE LNG

SINGAPORE

A JOINT COLLABORATION BETWEEN SLNG CORP, SURBANA JURONG & COOLEST SG (NUS)
IN PARTNERSHIP WTH NATIONAL SUPERCOMPUTING CENTRE (NSCC)



INDUSTRIAL SYMBIOSIS

1 petaflop
Containerized
Supercomputer

N
- Chip cooling L

CPU cooling —

i Rear door cooling :'j} "-|»~; LNG ‘1620(:
<> Y A1R N 1kg LNG — 230Wh Cold Energy

T Harnessing 300MW of cold
SLNG Canal

00%‘ 1) S 2
Bl o5 RENUSSLNG Sy simsaee
COOLESTSG N ,
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* Use greener energy
— Solar power
— Explore LNG

— Investigate
Hydrogen




Proposing a hybrid Land-Water DC interconnected
by InfiniBand at the Punggol Digital District (PDD)

Digital Twin
for live monitoring and control, as well as simulations

¥ Serangoon
Reservoir and
Johor Straits

Singapore

Construction begins on Tengeh
Reservoir floating solar farm, touted
as one of world’s largest
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Accelerating Solar Adoption through Innovation

and New Business Models
SolarNova i Floating PV

Demand aggregation on government ' Worlds largest floating PV testbed with 10
rooftops using solar leasing model




ACHIEVING NET-ZERO CARBON <

NSCC

SINGAPORE

FLOATING DATA CENTRE

A holistic approach of harnessing solar power as on-site power source
and LNG “ Waste Cold” for energy-efficient cooling

'''''

SOLAR ENERGY

Harnessing solar energy from
Floating PV which also
addresses land shortages

szssa®
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oating LNG Tan

COLD ENERGY ECONOMY

FOR ENERGY EFFICIENCY

Extraction of cold energy from GREEN ENERGY

LNG while regasification, to Replacing diesel generators with
supplement DC cooling load ﬂ hydrogen-powered fuel cells.




InfiniCortex:

concurrent supercomputing across the globe
utilising trans-continental InfiniBand
and

-

EES El\/IV\F; I-lf g EE Galaxy of Supercomputers
° Compute Marek T. Michalewicz
A*CRC
somewhere else InfiniCortex demo, SC15, Austin, TX, USA
more efficient T e o
— Global range B e i s =t N
InfiniBand 16 ot o tatis T
~15 Universities and Research entitigs/sin s Bk
. ~40 partners and growing =
— I n te rI I n ke d HPC InfiniCloud over 4 continents 2 ?:\“
Supercomputing 7 TR
Centres - | )
=/T - Singapore | v
= E i-:-_; _:;' _.::: - - Canberra
— B « Stony Brook




From Singapore to

Finland’s CSC-IT
LUMI
Supercomputer

EuroHPC world-class superc

Suparcomputing
NSCC r;,c:mc )




Arctic Free Cooling DC with
Hydroelectric O —
Power (2030)

.

Floating DC-
Possible -

>~
S solar farm (2025)

NSCC DC Hot DC with \ () NG Free
Technologies Digital Twin & Cooling DC

Roadmap (2021‘ -9 | / (2022)
@/’/

High Rise Hot Data Centre (2016)

shutterstock.com + 1011086179 24



Q 7 -

USE LESS USE GREEN COMPUTE
ENERGY ENERGY ELSEWHERE

SUPERCOMPUTING

ADAPTING TO COVID-19 AND BEYOND

&
Gathering the Best of HPC in Asia Suntec Singapore Convention &

Exhibition Centre and Online

1-3 MARCH 2022

Towards Supercomputing for All
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