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Agenda 
  Motivations and Concerns for IPv6 
  World IPv6 Day 

›  Implementation 
›  Customer Outreach 
›  Pre-event trials 
›  Event Day Stats 

  What’s next? 
  Questions 



Motivation for IPv6 
Why not just rely on Carrier Grade NAT (CGN)? 



If IPv4 addresses were Motor Cycles … 
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Running out of space 
  Wildly successful 
  Few free spots left 
  Need to support 

more people 
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Is NAT an alternative? 

Photo by Carol Mitchell via Flickr 
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  Geolocation becomes 
less precise with carrier-
grade NAT 

  Abuse prevention is also 
more difficult because 
blocking an IP causes 
collateral damage. 

  We have concerns 
about performance (TCP 
port exhaustion; CPU 
exhaustion) of NAT 
devices. 



Connections via IPv4 today 
  Most customers connect directly to Yahoo 
  No ISP proxy, no ISP NAT 



IP to Location: Great! 
  We can often tell what city a user is by their IP address 



Examples of Location in our products… 



Future of IP Location with IPv4 NAT 
  Carrier Grade NAT or Large Scale NAT  (CGN, LSN) 
  Several customers share one public IP address 

›  One ISP tells us they will start at 1000 private IPv4 addresses per 1 public! 

ISP NAT 
IP 



NAT IP to Location: Best Case 
  Some access providers will aggregate around metropolitan areas 



NAT IP to Location: Worst Case 
  Some ISPs will not aggregate at all.  No more IP based location. 



Handling Abuse Today 
  If needed, we can block an IP address to block abuse. 
  This will block just one house or one business. 



Future of Abuse with IPv4 NAT 
  If we must block one NAT IP, we will block 100’s or 1000’s of users 
  Heavy collateral damage, especially if we have to block several NATs 

ISP NAT 
IP 



The IPv4 Well is Dry 
  IPv4 NAT 

will happen. 
  We must 

prepare for 
coping with 
IPv4 NAT. 

  We must 
promote 
IPv6! 
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The Answer? Skip the NAT! 
  IPv6 enabled users have a chance to bypass the NAT 

ISP NAT 
IPv4 

IPv6: 
no NAT 



World IPv6 Day – June 8th 2011 
  Global event coordinated by the 

Internet Society 
  Major content providers enable IPv6 

access on their “front door” for 24 
hours 
›  Sites accessible via IPv4 + IPv6 

  “Test flight” for IPv6 on a broad basis 
›  Motivate industry to move forward – Break 

the chicken/egg cycle 
›  Real world smoke test – what you can’t do 

in a Lab 
›  Test included real end users 
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Traffic flows – World IPv6 Day 2011 
  HTML: Served “Dual Stack”; IPv6 via Traffic Server 

›  CSS and Images are not part our test 
›  This is about enabling IPv6; not disabling IPv4. 

IPv6 Users 

Distributed Proxies 

Yahoo!	  	  

~ 0.2% traffic 

IPv4 Users 

IPv4 Datacenters 



Some risk involved. 
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The grandstand of the Camp Nou 
Photo by Jack Pollock; public domain 
http://en.wikipedia.org/wiki/File:Grandstandcampnou.jpg 



Timeouts until IPv4 fallback 
  Windows:  

21 seconds per AAAA 

  Linux:  
21 seconds per AAAA 

  OS X:  
75 seconds per AAAA 

  iPhone, iPad:  
No fallback 
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Customer Outreach 

  Real time detection of “Broken” Users, with a “Window Shade” 

  Search results advertising based on keywords 
  Traditional PR 
  Social channels, blogs 



Help Page – with IPv6 test 



Trial Runs 



Test Run #1: 5/31/11, 10:00 PM PDT 

Root cause: Problematic health checks from our DNS infrastructure to the serving layer. 



Monitoring isn’t the same in  
a dual-stack environment. 



Test Run #2: 6/2/11, 2:00 PM PDT 
5% Traffic Drop 

Root cause:  People leaving the office, 5pm Eastern USA time. 



Don’t start something big and risky 
 at a traffic inflection point. 



UK: What we saw on June 8 

June 7 Pacific (Local) 



UK: What RIPE saw on June 8 



Always have more than one 
way to look at things. 



Practice makes perfect.  For a major 
change, schedule one or more test runs. 



World IPv6 Day Stats 



Photo by Peter Hamer via Flickr 
http://creativecommons.org/licenses/by-sa/2.0/deed.en 

What we feared. 
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Reality. 



Few support calls 

•  About 10 calls to 
Yahoo! Support 

•  Some ISPs 
reported no calls 

•  Some ISPs 
reported “A few” 
calls 
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Per-hour Breakdown (IPv6 pageviews) 

Note: Excludes Y!JP, Y!CN 



Per-hour Region Breakdown 

Note: Excludes Y!JP, Y!CN 



IPv6 Users by Country 

Note: Excludes Y!JP, Y!CN 
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Industry changes 



Industry changes 

http://gigondas.dh.bytemark.co.uk/3days.html 



Even the politicians are paying attention. 
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What’s next? 

•  Informal discussions under way 
•  Should be bigger 
•  Should be longer  
•  Access providers more prominent  
•  Content providers with more content 
•  More global participation 

For Yahoo! 
•  More locations, closer connectivity 
•  More Yahoo! Sites 
•  All page assets, not just HTML 



Thank you, Internet Society 
  For the tireless evangelism of IPv6 
  For bringing everybody together 
  For acting as an umbrella for competitors to work under 
  For being excellent hosts 

And most of all: 

  Thank you for helping give our industry a date. 
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Questions? 

Jason Fesler <jfesler@yahoo-inc.com>  



Appendix 



Example Causes of Broken Users 
  Rogue router RA’s 
  Routers with Private IPv6 (ULA, RFC4193) announcing default IPv6 

gateway.  Example: Fritz AVM  (ie: fc00::/7) 
  Routers with bogons configured (ie, 2001:db8::/32) 
  Windows Internet Connection Sharing (ICS) announcing default IPv6 

gateway, especially 6to4 
  Routers advertising RA’s – then disappearing 
  6to4 enabled, but performing badly (ie, 2001:0::/32) 
  6to4 or 6over4 (tunnelbroker), IP proto 41 blocked by firewall 
  IPv6 enabled, but customer firewall blocking IPv6 
  Failed Path MTU Discovery due to filtered ICMPv6 
  Walled Gardens 
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Walled Gardens 
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